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COMPONENT FLOW AND FLUID PROPERTIES DURING COLD-FLOW 

EXPERIMENTS IN A NUCLEAR ROCKET SYSTEM (U) 

by David M. Straight, Thomas J. Biesiadny, 
J o h n  G. Pierce, and George W. Metger 

Lewis Research Center 

SUMMARY 

The experimental heat-transfer and flow data obtained in several different startup 
chilldown transients were analyzed to determine the time history of flow rate, fluid prop- 
erties, and accumulation of hydrogen in the various components of a full-scale simulated 
nuclear rocket system. A s  much as 70 percent of the flow entering the system in the first 
3 seconds was stored in the system; the storage was greater at low tank pressures. The 
time and space history of two-phase flow was followed through the system. A detailed 
analysis for a selected run showed that two-phase flow prevailed for  about 4 seconds at 
stations upstream of the reflector and existed over about 20 feet of the length of the sys- 
tem early in the run. Large flow, density, and enthalpy gradients existed in time and 
space. 

to calculate the flow rates at various intermediate stations. This approach, although 
approximate, produced calculated results that were in reasonable agreement with experi- 
mental values at one intermediate station in the system. 

An interpolation solution between the flow entering and leaving the system was used 

I NTRO D UCTlO N 

The determination of flow rate and fluid properties at various stations in an engine 
system during the initial chilldown phase has long been a problem in the design of engine 
systems that employ cryogenic fluids. In chemical rockets, for example, the startup 
transient usually occurs in a very short time. Continuous control of engine variables 
during the startup is usually not possible because determination of the propellant fluid 
properties and flow rates during the rapid transient is difficult. In the nuclear rocket, 
the problem is of greater significance because the startup transient is of longer duration 



and continuous control is not only possible but essential for safe operation. Development 
of a control system for  the nuclear rocket requires that the hydrogen flow rate and fluid 
property changes resulting from heat transfer are known. 

It is during chilldown that two-phase flow occurs with its associated problems of heat 
transfer and flow storage (liquid accumulation) in the components of the system. In addi- 
tion, dynamic flow oscillations and interactions occur that are not well understood. 

the components such as the feedline, nozzle (ref. l), reflector and core (ref. 2). Com- 
ponent analyses result in calculated temperature rise, pressure drop, and material tem- 
perature gradients required for thermal-stress analyses. The component analyses are 
also important for determining bootstrap capability (using the latent heat of the compo- 
nents) during startup, that is, whether enough energy is available at the turbine to pump 
sufficient liquid hydrogen until reactor power is available. In addition, the flow-rate and 
fluid-property information is required base-line information for the study of flow dynam- 
ics  in the system that, in turn, affects the dynamic behavior of the controls for the system. 

in reference 3. No attempt was made, however, to calculate the time history of flow rate  
and fluid properties at various stations during the transition from gas to liquid as the sys- 
tem cooled down. Ideally, it is desirable to be able to calculate, without expensive ex- 
perimental input data, the flow rate  and fluid properties throughout a system with only an 
assumed supply pressure o r  inlet flow rate and the initial temperature of the components. 
Reference 4 reports such a calculation procedure for predicting heat transfer and flow in 
a complete nuclear rocket system. For  accurate results when such procedures are used, 
however, it is necessary that adequate heat-transfer and pressure-drop laws be available 
for all the heat-transfer regimes encountered. During chilldown, for example, the heat- 
transfer regimes encountered include the flow of heat into a liquid, a two-phase mixture, 
and a gas. The present knowledge of heat transfer is meager in the transition regions be- 
tween these heat -transfer regimes and between two-phase nucleate and fi lm boiling 
(refs. 5 to 7). 

This report presents the heat-transfer analysis of data obtained in a full-scale 
nuclear-rocket- system experiment conducted at the Lewis Research Center, Plum Brook 
Station. The system is close coupled and has a thermal heat capacity that simulates a 
typical flight installation. Data from selected runs were analyzed to determine the time 
history of flow rate, density, temperature, and enthalpy of the fluid at various stations in 
the system. 

equations. Assumptions and simplifications were incorporated to permit more rapid 
processing of the data for engineering purposes. Maximum use  was made of available 
experimental data. The heat transfer, fo r  example, from the components to the fluid 

Flow-rate and fluid-property information is required for heat-transfer analyses of 

A method for calculating the cooldown time of cryogenic transfer lines is presented 

The equations used in the data analysis were derived from the continuity and energy 
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was obtained from the experimental temperature-time history of the components instead 
of calculations based on heat-transfer laws. The flow rates entering and leaving the sys- 
tem were also available from experimental measurements. 

phase flow or to predict the flow and heat transfer in the system knowing only the initial 
input conditions. The reader is referred to reference 8 for a more rigorous treatment of 
this problem of two-phase flow dynamics during chilldown and the difficulties encountered 
in the numerical analysis. 

Quasi-steady-state results are presented at four major stations for three runs where 
different supply pressures were used and at 13 stations for another run where a maximum 
startup flow-rate ramp was used. Problem areas are  discussed, and accuracies evalu- 
ated by comparing calculated fluid properties with experimental values were available. 

No attempt is made in this report to describe the complete dynamic behavior of two- 

ANALYSIS 

Derivations and Approximations 

In fluid dynamics (ref. 9, e.g.) for the special case of one-dimensional fri tionless 
compressible flow in a constant cross-sectional area tube, the dynamic flow equations 
may be written as follows (the symbols are defined in appendix A) : 

Continuity : 

A-+-(pAv)=O aP a 
a t  ax 

Momentum (no gravity) : 

a a 2 A - bv)  +- ( ~ A V  ) + A  9 = o 
a t  ax ax 

Energy (no heat flow, no gravity): 

a t  
(3) 

Equations were derived from these basic equations by using a number of engineering 
approximations that enabled calculation of the enthalpy, density, and flow rate of the fluid 
at any desired station in the system using experimental heat flow rates and pressure. 
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Since experimental pressures were available, the momentum equation (eq. (2)) was not 
used in the derivation. Additionally, the extreme sensitivity of flow rate to small pres- 
sure changes made use of the momentum equation undesirable for calculation of flow rate. 

The kinetic energy term 1/2 v2 in equation (3) w a s  small compared with the internal 
energy u for the range of flow conditions encountered in the experiment. This term was 
therefore deleted and the heat flow rate term added as follows: 

a a aQrn 
a t  ax ax 

A - bu)  + - @Avh) = - 

where Qm is the heat flow rate from the material of the components determined from 
experimental measurements. Since u = h - ( p / p )  and pAv = w, equation (4) may be 
written as 

at 

or 

a . a% + - (wh) = - . .  
ax ax 

a ap a . aQm 
A - b h )  -A-+-(wh) =- 

a t  a t  ax ax 

(4) 

The pressure term A(ap/at) was also small relative to the other terms and was  deleted: 

a a . a% 
a t  ax ax 

A - b h )  +-(wh) =- 

The continuity equation (eq. (1)) may be written as 

A - + - -  aP 8 6 - 0  
a t  ax 

(7) 

Experimental input data were available at finite time and space (length) intervals. 
Equations (6) and (7) were therefore transformed into difference equations and combined 
so that the experimental data may be used directly and then solved for the enthalpy at the 
outlet station of an incremental length. From the calculated value of enthalpy and the 
corresponding experimental static pressure at the station, a value for density was  deter- 
mined from hydrogen property data. 
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Problems of stability and/or accumulative errors (ref. 8), however, became appar- 
ent in the solution for flow rate (eq. (7)) throughout the system by using only the inlet flow 
rate and experimental pressure and heat flow rates. Instead of using equation (7), a di- 
rect interpolation technique between flow rate entering and leaving the system was  
adopted, which is discussed in the section Calculation Procedure. 

finite differences, may be written as follows: 
A typical solution for the enthalpy at the outlet of an incremental length Ax, using 

An iterative solution is required since the density p(x, t) is a function of h(x, t) being cal- 
culated. In this case, however, the numerical values of the third term on the right side 
of equation (8) (which includes the stored energy terms) were small relative to the other 
terms after the first  2 seconds of run time. (The first 2 sec of a run include the initial 
surge of liquid into the system and flow oscillations.) Equation (8)  then reduces to 

k ( x , t )  - s ( x  - Ax, t) 
h(x,t) = h(x -  AX,^) + 

4% t) 
(9) 

The system being analyzed was divided into a number of incremental lengths. Equa- 
tion (9) may then be written by using a system notation as follows: 

D 

where station D is the inlet station of the system, j is any other station in the system, 
and i is the length increment between adjacent stations. Also, since the system outlet 
conditions (GP, hp) are known, equation (9) may be rearranged as follows: 

D 
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In equation (lo),  the solution for  enthalpy at any station in the system is determined 
by working forward (downstream) from the system inlet. Conversely, equation (11). may 
be used to obtain the enthalpy at that same station by working backward (upstream) from 
the system outlet. 

It was desired to obtain w, h, and p at particular stations located near the center 
of the system without having to  solve for flow rates  at each of the intervening stations in 
the system. 
(backward solution) were written as follows: 

For these calculations, equation (10) (forward solution) and equation (11) 

hj = h D +  D . 
Wout, j 

P C Q m , i  
h. = h j 

J p - - -  
Win, j 

Although both these equations divide the system into two large volumes, comparisons 
between results from equation (12) or (13) agreed with the results from the corresponding 
equation (10) or (11) within the accuracy of the input data. 

Calculation Procedure 

A schematic diagram of the complete research apparatus is shown in figure 1. The 
calculation procedure required that the system be divided into a ser ies  of incremental 
lengths. These sections are shown schematically in figures 1 and 2, where the outlet 
from each incremental length is identified by the station symbols A, B, etc. Station D is 
located at  the inlet to the main valve, the inlet to the first incremental length. The sys-  
tem upstream of the main valve (fig. 1) w a s  precooled and full of liquid hydrogen. The 
heat transfer in this section was assumed to be equal to zero in the analysis. The mate- 
rials, weight, internal fluid volume, and flow a rea  of each incremental length a r e  pre- 
sented i n  table I. 
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Figure 1. - Schematic diagram of nuclear-rocket cold-flow system. 
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Station Mat e.rial 

Propellant feedline: 
D to E 304 Stainless steel 

J to K 
K to L 
K to L 

Inconel X 
Inconel X 
Inconel X 

M to N 
M to N 
M to N 
M to N 

Aluminum 
Aluminum 
Aluminum 
Graphite 

N t o O  
N to 0 

Aluminum 
Aluminum 

TABLE I. - GEOMETRY OF HEAT-TRANSFER INCREMENTS 

Description Weight, a 

Pmvm 
lb 

Fluid 
volume, 

cu ft 

Flow 
area,  
sq ft 

12 
15 
16 
12 
14 
90 

0.32 
.38 
.41 
.31 
.38 
.66 

0.10 
E to F 
F to G 
G t o H  
H to I 
I to J Spider and manifold .09 

42 
32 
192 

Nozzle: 
Coolant tubes 
Coolant tubes 
Nozzle shell 

0.51 
.65 

0.322 to 0.048 
0.048 to 0.463 

Reflector inlet plenum I L to M 1 Aluminum 

Reflector: 
Pressure shell 
Main reflector 
Control rods 
Graphite cylinder 

1000 
2470 
61 0 
732 

1.98 0.43 

Dome: 
Pressure shell 
Support plate 

Core: 
Modules and fuel elements 1 0 to P 1 Graphite 2700 I 5.08 1.04 

---- I 9.17 7.23 to 0.415 

%eight assigned for heat-transfer purposes; external nuts, bolts, clamps, etc., 
not included. 

Experimental inplts. - The heat transferred to the hydrogen from the component 
parts Qm in equations (12) and (13) w a s  calculated from the time history of thermocouple 
data as follows: 

At 

The time interval At was the printout interval (0.336 sec) of the data. 
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The values of Qm for the system incremental lengths were usually the sums of sev- 
eral smaller lengths within the increment shown in figure 2. For example, a material 
temperature measurement was taken at about every 12 inches on the propellant feedline 
(increment lengths in the feedline were about 40 in.). The values for Q in the larger 
components, such as the nozzle, reflector, and core, were sums of the Qm values of 
the component parts of the assembly (such as sections A-A and B-B, fig. 2) so that 
proper weighting was accomplished. 

Equation (14) does not account for transient conduction effects in the components. In 
the 4-inch feedline, for example, measurements were made on the outside of the pipe 
wall, and the heat transferred to the hydrogen during the time the thermal gradient was 
being established in the wall thickness was greater than that indicated by the measure- 
ment. This error ,  however, was significant only in the first second of cooldawn (calcula- 
tion method of ref. 10). Transient conduction e r ro r  was insignificant in the large compo- 
nents farther downstream because the measurements were made within the material, and 
the rate  of change of thermal gradients was also much slower. 

m 

0 80 160 240 320 400 480 560 
Thg - Tw, K* OR 

Figure 3. - Calculated heat transfer i n  whole nozzle from hot- 
gas side fluid to nozzle tube walls during cooldown transients. 

The heat transferred from the warmer 
gas on the exhaust side of the nozzle cool- 
ant tubes through the wall to the coolant- 
side fluid was not included in the calcula- 
tions. In order to obtain some estimate 
of this heat transfer, sample calculations 
were made for three selected runs, runs 6, 
7, and 19, at different flow rates (tank 
pressures of 50, 25, and 35 psia, respec- 
tively). For these runs, Q /w as a 
function of A T  was determined as fol- 
lows: AT was taken as the difference 
between core exit fluid temperature and 
nozzle throat material temperature, w 
was taken as the nozzle throat exhaust 
flow ra te  w and Q was calculated by 
the method of reference 1. Results of the 
calculations are plotted in figure 3 and 
were in sufficiently close agreement to 
permit generalization by constructing a 
mean curve through the data. 

Figure 3 was useful for estimating 
the total hot-gas-side heat transfer in the 
nozzle during chilldown runs, where the 

hg hg 

hg 

Q’ hg 
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Time, t, sec 

Figure 4. - Comparison of rate of heat transfer from nozzle hot-gas side to heat 
loss from nozzle material. Run 24. 

detailed information obtained by the method of reference 1 was not necessary. A compar- 
ison of estimated Q (fig. 3) with Qm (eq. (14)) for run 24 is presented in figure 4. 
Compared with Qm, 
Even though it is important for the nozzle as a component, both Qm (after 4 sec) and 
Q (for the whole run) a r e  insignificant compared with the total heat transfer in the whole 
system (about 20  000 Btu/sec at 7 sec). 

No allowance was  made for heat transfer from the ambient surroundings to the com- 
ponent parts. The feedline and nozzle were insulated to reduce this heat leak. The heat 
capacity of the insulation was also not included in the determination of the heat flow rates. 

The flow rate entering the system was a direct measurement. The flow rate leaving 
the system, however, was determined from average temperature and pressure measure- 
ments in the exhaust nozzle chamber and the following equations. For choked isentropic 
flow at the at the nozzle throat, 

. hg. 
is of major significance after 4 seconds in the run illustrated. 

Qhg 

hg 

the flow rate was 
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where the expansion factor 

The flow coefficient CD was assumed to be equal to 1. To obtain the total flow leaving 
the system (at station P), the turbine flow leaving the system through the nozzle bleed 
port (fig. 1, p. 7) was added to the nozzle flow rate w 

fluid entering and leaving the system was required. The enthalpies were determined from 
the experimental fluid temperatures, pressures and hydrogen properties. 

Interpolation solution. - The calculation proceeded by first solving for the enthalpy 
of the fluid as a function of time at a selected station to determine when liquid hydrogen 
first. arrived (start of two-phase flow) and when subcooled liquid first  arrived (end of 
two-phase flow) at that station. The assumption was made that wout, in equation (12) 
(or w. in eq. (13)) was  equal to wp, the flow rate leaving the last increment in the 
system. The enthalpy h. was  then calculated at several times from t = 0 to the time 
when the calculated h. was  equal to h 
to the static pressure at the station. When h. = h two-phase flow (and flow storage) 
began. 

solution (eq. (12)) was used near the system outlet or if the backward solution (eq. (13)) 
was used near the system inlet. This was the result of cumulative e r ro r s  in the meas- 
ured heat-flaw rates  (*lo percent) and the sensitivity of h. to Qm/wj. These e r ro r s  

Q' 
In addition to the static pressure measurements a t  each station, the enthalpies of the 

1% j 
J 

the enthalpy of saturated vapor corresponding 
J sg' 

3 sg' 

Large e r rors  in values of the calculated enthalpy at a station resulted if  the forward 

i J P 
was less than Qm, and by 

j 
Qm, i  were minimized by using equation (12) when 

D 
P j 

was less than Qm, i s  Qm,i  
D 

using equation (13) when 
j 

The flow-rate assumption used for  the interpolation solution states that, when only 
the gaseous state exists downstream of the station, no flow storage exists beyond the 
station; that is, from the station being analyzed to the exhaust nozzle, and during the 
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time from t = 0 to  time when h. = hsg, the system downstream of the station was full of 
gaseous hydrogen. Although the density of the gas in this part of the system changed by 
as much as a factor of 100 as a result of pressure and temperature changes, the change 
in mass  of gas in this portion of the system was small (less than 5 percent) compared 
with the mass stored in the portions of the system having two-phase flow. 

J 

The start of subcooled liquid flow (end of &o-phase flow) at a station was determined 
1 1 P \ 

by first assuming that Wout, in equation (12) ( where c $ I ~ , ~  was always < CB ) m, 1 
\ D j 7 . -  

was equal to WD (assumed to be equal to wf) the flaw entering the system. The enthalpy 
h. was calculated at several times starting with the time at the end of the run and pro- J 
ceeding toward the beginning of the run until h. equalled hsl, the enthalpy of saturated 
liquid, corresponding to  the static pressure at the station being analyzed. The time when 
hj = hsl was taken as the end of two-phase flow (and the end of flow storage). The as- 
sumption of using W, for Wout, in equation (12) states that when subcooled liquid was 
present, no flow storage existed; that is, the portion of the system between the inlet and 
the station being analyzed was completely full of liquid after the time when h. = hsl. The 
change in mass  of liquid hydrogen due to pressure and temperature changes was negligible 
compared with mass  storage occurring in two-phase flow portions of the system. 

The variation of fluid enthalpy with time at a station was then plotted for the gas phase 
and the liquid phase, as shown in figure 5. After the time boundaries were established 
for the two-phase flow interval (fig. 5), a flow-rate curve for this station had to be estab- 
lished. During the two-phase flow interval, large changes in fluid density occurred at 
the station; consequently, neither the system inlet flow-rate values nor the system outlet 
values applied, and some intermediate values had to be obtained. For this purpose, the 
time scale tsl - t was divided into a number of intermediate time increments, and the 
value of flow rate wint at each intermediate time was assumed to vary as follows 

J 

1 

sf$ 

wint = w, + tint - tsg @D - ~d 
tsl - tsg 

t h ,-Gas phase 
where tint identifies the particular time be- 
ing considered. A curve joining these inter- 
polated values of wint yielded the estimated 
flow rate during two-phase flaw for use in the 

,- Llquld phase analyses . 
The resulting flow rate curve is illustrated 

Time - - 

in figure 6. The interpolated values of flow 
rate wint were then used in equation (12) to 

Figure 5. -Typical variation of enthalpywith time. 
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Time, t - 
Figure 6. - Typical variation of flw rate with time. 

obtain values of enthalpy at a station during the two-phase interval with the assumption 
that saturation equilibrium conditions prevailed. 

run. In these cases, wp was used for the complete run. Equation (12) or  (13) was used, 
the choice being determined by the accuracy criteria. 

Mass balance. - A check on the accuracy of the calculation procedure and the experi- 
mental data was made by comparing the total mass of hydrogen stored in the system, de- 
termined from the calculations, with the difference in total mass that entered and left the 
system, determined from experimental measurements. Thus, at time t, the following 
equation should be true 

Stations N, 0, and P in some runs remained in the gas phase for the duration of the 

where 

and 

- Pin, i + Pout, i 
Pi - 

2 

Q 1 Mst, = lt wD dt - Lt wp dt 

D 
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w 
Equation (20) is only approximate since the actual density gradient was nonlinear in the 
increment . 

paring the total heat flow rate (heat loss) from the components with the heat flow-rate 
increase in the hydrogen as it passed through the system 

Heat balance. - A check on the accuracy of the experimental data was  made by com- 

P 

D 

for the assumption that there was no heat transfer between stations P and Q. The fluid 
heat flow rates are 

Qfl, w = W$P 

and 

w h  Qfl, D = D D 

Evaluating the right and left sides of equation (21) requires a correction for the time 
For this correction, it was neces- it takes a parcel of fluid to pass through the system. 

sary to  use some of the out@ of the calculated results. 

increment by using the following equation 
The transit time tt was calculated as a function of time at station D for each volume 

Pi tt, i == vi 

where 

- Pin, i + Pout, i 
P =  

2 

and 
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- Win, i + Wout, i w, = 
2 1 

Density p and flow rate w were calculated values from the interpolation solution. 
The transit-time correction was  applied to equation (21) where Qfl, is evaluated 

P 
at time tD + 

D 
then be written as 

tt, i, and Qfl, is evaluated at b. The left side of equation (21) may 

Qfl, P - Qfl, D = Qfl, P[b + tt, i) - Qfl,D(b) 

The transit time for the heat added in each increment Qm, to  arr ive at station P is 
different because of the location of the increment. Thus, the transit time correction for 

is obtained by following a parcel of fluid through the system and determining C Qm,i 

the heat absorbed from the components at successively later times. Since the heat added 
near the inlet of an increment is added earlier to a fluid parcel than the heat added near 
the outlet of the increment, it is assumed that all the heat is added at one-half of the total 
transit time in the increment. In the following increments, however, the heat added in 
the preceding increment took the full transit time to go from in to out. The right side of 
equation (21) may then be written as follows: 

P 

D 

0 

-+ Qm, FG (b + tt, DE + tt, E F + 
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APPARATUS AND PFiNEDURE 

Facility and Research Systems 

A description of the facility and research system is presented in reference 11. Fig- 
ures  7 and 8 are photographs of the turbopump and reactor installations respectively, 
which are shown schematically in figure 1 (p. 7). Detailed descriptions of the turbopump, 
nozzle, and core are presented in references 1, 2, and 11, respectively. 

approximately 97 percent para-hydrogen and 3 percent ortho-hydrogen as delivered. 
(Hydrogen property values used in the analysis were based on 99.79 percent para- 
hydrogen tabulated values from ref. 12 and were considered adequate since the results 
are calculated from enthalpy differences rather than from absolute values. ) 

The propellant used for the experiment was liquid hydrogen with a composition of 

Figure 7. - Liquid-hydrogen turbopump installation. 

17 



Figure 8. - Hydrogen feedline, nozzle, and reactor. 

Instrumentation 

The location of the experimental measurements is shown in figures 1 and 9 to 13. 
Only those measurements used for the data are presented. An identification item number 
consisting of prefix letters and a number was assigned to each measurement to  simplify 
locating where the measurement was made. The prefix letters indicate location and type 
of measurement as shown in table II. A brief description of the various measurements 
used is discussed in the following paragraphs. Additional discussion on problem areas 
and accuracy is presented in appendix B. 

Data from a turbine-type flowmeter located below the tank discharge opening (fig. 9) 
were used for the flow rate entering the system. Strain-gage-type differential pressure 
transducers were used for pressure measurements. Fluid temperatures were measured 
with plathum resistance thermometers when accessibility permitted it. They were cali- 
brated for either a wide or narrow range of temperatures. Copper-constantan thermo- 
couples were used for some fluid-temperature measurements and for all the component 
material temperatures. 

by using a three-dimensional matrix capacitor. The capacitance of the sensor varies 
with the average dielectric constant of the fluid passing through it. Use of the Clausius- 
Massotti function (ref. 13), which relates density to  dielectric constant, then enables 

18 

Another important measurement was fluid density, which was obtained at station I 



Instrumentation 

TR-3 

Distance from TP- 
flange face 
x, in.  

0--- 

114- 

-TP-5 
'. 

'Tank adapter 

,-Thermocouple rake 

2 ;  F+ 

continuous level 

-Tank exit flow- 

Figure 9. - Tank instrumentation. 
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valve inlet) /' 
Gimbal expan,/ 
sion joint- 

r- 
E 

Disconnect joint-, 
\ 

~~ 

4-in. schedule 5 pipe, 
', 

t 
F 

v LpR-46 
Station 1-1 
(downstream) 

I; 

Station D-D (main 

Station E-E 

Density 
meter PQ-1 

Station H-H 

CD-8663 

Station 1-1 
(upstream) 

Figure 10. - Feedline instrumentation. 



Section A-A (typical) 

Figure 11. - Spider and nozzletube inlet manifold (station J) instrumentation. (L1 Z 11.0 in . ;  L? Z 8.0 in.;  L3 Z 5.5 in . ;  L4 G 6.5 in.;  
I5 Z 11.0 in . ;  _. L6 I 8.0 in . )  
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rube 93 

NP-10 
NP-11 

Chamber 
NP-51 

lube 93 

NT-10 
NT-13 

rube 23 NT-17 
NT-19 
NT-20 

rube 178 NT-26 
NT-31 

Nozzle shell 

Throat ring 

NT-64 

Nstance from 
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25.70 
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CO-8669 manifold. 
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Figure 12. - Nozzle instrumentation. 
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9 

Material tem- RT-116 
perature RT-118 

RT-121 

Material tem- RT-110 
perature RT-136 

Component 
measurement 

deg 

Static pressure RP-I41 1% 
Fluid tempera- RT-610 ----- _-- __-._ 

-____ 
_ _ _ _ _  ture RR-612 53 235 

7eflector inlet plenum 

:ontrol rod edge 1 

- 
2 

See section B-B 

28.25 
50. 25 

:ontrol rod center 

RT-265 

:ontrol rod edge See section E-B 
See section B-B 

350 

168.3 
168.3 

3 Material tern- RT-269 2.25 
perature RT-270 28.25 

RT-271 50.25 

4 Material tem- RT-388 1.50 
perature RT-389 28.50 

RT-390 51.50 

5 Material tern- RT97 49.38 

6 Static pressure RP% 13.25 
RP-b3 36.25 

7 Material tern- RT-104 1.25 
perature RT-106 28.25 

RT-109 51.25 

perature 

Section B-B 
Vessure shell 

Group 
rll r12  

;raphite cylinder 

Wain reflector 
segments 

5.87 
5.87 

1.25 346 
28.25 I 346 51.25 346 

5 
D 
D 
!I.% 
- 

y2.J 

Fuel module (typical) 

Distance from 
top of core, z, in. 1.25 I 348.8 

28.25 48.8 
-15 

33.56 1 
33.56 

8.25 
6.75 

-3.0 Reflector 

0 (station N) 

- 
outlet plenum 

t”::; 
B 
8.81 
10.92 

.---- I Reflector outlet 
Dlenum inlet+’ ,/ i” 

-6.75 
-8.25 
-8.25 

-3.12 

Flw separator 

13.25 

16.63 
18.73 

Support plate 

28.25 

32.26 
34.36 
36.25 

Pressure 
shell 

I I 

-3.12 I 180 
-3.12 29 

Material tem- RT-336 
perature RT-339 

Static pressure RP-32 

Static pressure RP-2 

RP-4 

12 Material tem- RT-31 
perature RT-32 

RT-33 

Fuel element, inlet 
plenum 

Fuel elements 10.41 
18.23 
33. ab 
49.5 

3. 11 180 
10.92 

47.90 
50.00 1 -  :;:,or in. 
let plenum 
(station MI 

Mcdules 
Station P 

I RT-34 
IRT-35 

h a t i o n  L 

CD-ab71 

IMaterial tern- r-1 
1 perature RT-2 

Fuel elements 

32.26 
47.90 Radius, in. 

I Figure 13. - Reactor instrumentation. 
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TABLE II. - INSTRUMENTATION CODE 

First letter Location 

Tank 
Pump and piping 
Nozzle 
Reactor 

second letter Type of measurement 

Flowmeter 
Liquid level 
Pressure 
Resistance thermometer 
Thermocouple 
Density 

determination of the density of the fluid. 

cording equipment produced 100 channels of data at 10 outputs per second (each output 
was an average of 10 measurements) and 192 channels of data at about 3 outputs per sec- 
ond (each output was an average of seven measurements). 

Data were recorded by digital and/or analog recording equipment. The digital re- 

Test P roced u r e  

A complete description of the test procedure is given in reference 11. The following 
discussion presents some of the highlights. 

Before the run tank was filled with liquid hydrogen, the tank, the pump, and the feed- 
lines upstream of the main valve (see fig. 1, p. 7) were evacuated and purged three times 
with helium. The tank was then filled with 1800 gallons of liquid hydrogen. 

Since the turbopump used had to be chilled to liquid-hydrogen temperature before 
rotating, the tank shutoff valve was opened and liquid hydrogen was allowed into the sys- 
tem up to  the main valve. After about an hour (required to cool the heavy weight piping, 
etc. ) of cold soak, the pump was at operating temperature and the test could begin. 

3 pounds per square inch absolute, the automatic sequencer was initiated. A 30-second 
helium purge of the engine and nitrogen purge of the ejector were made and the run tank 
pressurization system ramped the tank pressure to the predetermined level. At this 
point, the steam ejector system has reduced the nozzle pressure to  0. 5 pound per square 
inch absolute or less, and the data-acquisition systems had been sequenced on. Flow of 
hydrogen through the system was initiated from the controlled opening (full open in about 
1 sec) of the main valve. Time zero (t = 0) on all the runs corresponds to the time when 
the main valve began opening. 

the main valve before opening the turbine-power control valve to start bootstrapping. 
The waiting period was allowed for stabilization of flow and pressure oscillations result- 

The steam ejector system was started, and when the nozzle pressure was down to 

For most of the runs, a finite length of t ime was allowed after flow was initiated at 
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ing from the initial surge of liquid into the system downstream from the main valve. The 
test was terminated by a manual initiation of the shutdown sequencer when it was  deter- 
mined that the test  objectives had been met. After the pump stopped rotating, the tank 
shutoff valve was closed and the system was completely plrged. 

gominal 
tank 

?ressure, 
psia 

50 
35 
25 
35 

RESULTS AND DISCUSSION 

Turbine- 
power 

control-valve 
opening delay 

time, 
sec 

10.5 
6.5 
10.5 
0.1 

Four runs (11, 19, 20, and 24) were selected for analysis from 26 chilldown runs 
made with the full-scale simulated system. These particular runs were selected because 
they covered a range of flow and flow acceleration rates that might be used during startup 
of a nuclear rocket. Another selection criterion was that flow and pressure oscillations 
be at a minimum so that the heat-transfer analysis would not be compromised by system 
dynamic effects, since the calculation procedure was not intended to handle the dynamics 
of two-phase flow. The true physical situation would be more closely simulated by a 
model such as that used in reference 8. All  the runs had some oscillations, however, in 
the first few seconds of the run immediately following the opening of the main valve. No 
pump stall occurred in the chosen runs except for a very brief period during run 24. 

The operating conditions and some system performance characteristics a r e  summa- 
rized briefly in table III. The tank pressure setting establishes the rate  of increase and 
magnitude of flow rate in the system prior to bootstrapping with the turbopump. The 
turbine-power control-valve delay time is the time elapsed before bootstrapping begins 
after initiation of flaw at  the main valve. The degree of chilldown of system components 
before bootstrapping varies with this delay time. The pump speed control setting 
(rpm/sec) establishes the rate of change of flaw rate and pressure during the bootstrap 

b 

Maximum 
pump 

discharge 
pressure, 

TABLE IU. - OPERATING CONDITIONS AND SYSTEM 

PERFORMANCE CHARACTERISTICS 

Timeto 
maximum 
pressure, 

sec 

11 
19 
20 
24 

91 
60 

142 
51 

23 
28 

12 
48 

Pump speed control, 
rpm/sec 

500 
200 

100 and 300 at 42 sec 
Turbine- power con- 

trol valve wide oper 

C hilldown 
hydrogen 

used (up to 
maximum 
pressure 

time), 
lb 

228 
224 
282 
180 
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operation. The rate  of rise of flow and pressure, however, are also affected by how 
much chilldown (or heat transfer) has occurred after opening the main valve and prior to 
start of bootstrap. 

Run 24 was selected as being representative of a nuclear rocket startup transient 
when the pump is prechilled. Less hydrogen was  used during the chilldown in this run 
because of the short time required for startup. Minimum quantities of hydrogen are de- 
sirable during chilldown because little propulsive energy is available from the hydrogen 
at the low fluid temperatures during this period. Close simulation of a nuclear heated 
engine startup is lost by the time maximum pump discharge pressure is reached in the 
chilldown tests. In a flight reactor startup, it would be required that the nuclear power 
ramp be sufficiently under way furnishing hot hydrogen at the core outlet by this time to 
enable continuous smooth bootstrap to full power operation. 

Typical input data and detailed calculated results a re  presented for run 24 at the 
eleven stations between the inlet station D and the core outlet station P. The input data 
are presented in table IV and the calculated flow rates and fluid properties in table V. 
The effect of operating conditions on flaw and fluid properties was determined for two 
stations (J and L) in runs 11, 19, and 20. 

Experimental Input Data 

Flow rate. - A plot of the flow rate entering the system and the flow rate  leaving the 
Brief flow oscillations occurred in the first  2 seconds system is presented in figure 14. 

2 
Time, 1, sec 

Figure 14. - Experimental flow rates for low-frequency data. Run 24. 
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Station Item 

0 1 2 3 4 5 6 
Time, t, sec 

Figure 15. - Comparison of low- and high-frequency flow-rate data. 
Run 24. 

and at 7.4 seconds. The first occur- 
rence is typical of all runs and is the 
primary result of the initial surge of 
flow into the system when the main valve 
is opened. The second occurrence is at 
the time when the pump operated momen- 
tarily in the stall region. 

The data shown in figure 14 were 
processed from the low-frequency digital 
data (approximately 3 outplts/sec) and 
considerable smoothing exists. The 
same data are shown in figure 15  with 
an enlarged scale where it is compared 
with data processed from the high- 
frequency digital system, which has a 
greater sampling rate (10 outputs/sec). 
The nature of the initial oscillations is 
seen more clearly in the high-frequency 
data, and the effect of the lower sampling 
rate is apparent. It appears that mo- 
mentarily at 0. 5 and l. 0 second the 
actual flow leaving the system was 
greater than the flow entering the sys- 
tem. 

through the system is evident by the 
approximate 0.25 second phase shift in 
the oscillations of the flow entering and 
leaving the system. After the first 
2 seconds, the low-frequency data agree 
well with the high-frequency values. 
For the heat-transfer-analysis method 

The transit time of perturbations 

used, the low-frequency data were considered adequate, and high-frequency data were 
used only when low-frequency data were not available or were inaccurate. 

data a r e  presented in figures 16 to 19 for run 24. The highly dynamic nature of the 
initial flow in the system is evident in the pressure and temperature data (figs. 16 
and 17) in the f i rs t  2 seconds, after which the system is relatively stable. 

Fluid pressure and temperature. - Experimental fluid pressure and temperature 

The temperature data shown in figure 17 were not corrected for the time constant 
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0 1 2 3 4 5 6 7 8 9 10 
Time, 1, sec 

Figure 16. - Typical experimental pressure data. Run 24. 
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(not accurately known) of the sensors. The true u re s  at station E in the feedline 
and at the nozzle manifold (station J) were considerably lower than that indicated during 
the rapid transient (see appendix B). 

Careful editing of the experimental pressure data was accomplished by using plots 
such as those shown in figure 18 for run 24. Calibration discrepancies were detected by 
comparing individual measurements with others at the same location and other stations 
nearby. Accurate pressures were desired because of the sensitivity of density to  pres- 
su re  in the low quality two-phase region. 

different components at different times during the run. For example, the curve at  1 sec- 
ond shows a pressure drop exceeding the critical pressure ratio in the nozzle coolant 
tubes in the throat region. Later in the run, the maximum pressure drop occurs in the 
reflector. A slight pressure r i se  is noted in the propellant feedline at 13 seconds, which 
shows the influence of gravity head in the vertical section after it is full of liquid. 

Large fluid temperature gradients in the system are shown in the data (uncorrected 
for time constant) plotted in figure 19. Early in the run, a gradient of several hundred 
degrees exists in the feedline; later the steep gradient exists in the nozzle and in the re- 
flector. The scatter in the data is indicative of dynamic response e r r o r s  early in the run 
(station E, e. g.) and temperature maldistributions later in the run (downstream of the 
reflector). The fluid temperature data were not used in the analysis except where Qm 
data were not available. Average temperature values were used when enthalpy differ- 
ences were required to replace the missing Qm values (QNO, run 24, e. g. ). 

Heat-transfer rates. - The rate  of heat transfer from the material of the various 
component parts to the hydrogen was obtained from the average temperature of the com- 
ponents and the rate  of change with time (eq. (14)). Typical average material temperature 
data used for this calculation are shown in figure 20. The slope of the various curves is 
a function of several factors such as specific heat of the material, weight of the compo- 
nent, heat-transfer area,  heat-transfer coefficient, etc. The nozzle tubes, although lo- 
cated downstream of the feedline, cool faster because of the thinner wall and larger heat- 
transfer area. Likewise, the core cools faster than the main reflector because of the 
different material. 

The temperature of the upper nozzle tubes increased with t ime for a short period 
after 7 seconds (fig. 20) and remained above 100' R for the balance of the run. Heat 
transfer from the warmer gas on the exhaust side of the coolant tubes accounts for the 
high temperature. 

A summary of the heat-transfer rate from each of the major components and from 
the total system is presented in figure 21. Components near the upstream end, where 
liquid hydrogen enters the system, such as the feedline and the nozzle, transfer heat rap- 
idly near the beginning of the run and relatively slowly near the end of the run when most 

The data s h m n  in figure 18 also indicate that the maximum pressure drop occurs in 
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600 

r l I I ,  

Component 
0 4-in. feedline 

0 Spider 
iJ Nozzle manifold 
0 Laver nozzle 
0 Upper nozzle (tubes) 
B Upper nozzle (shell) 
D Graphite cylinder (lower) 

- d Main  reflector 

- D Control rods 

- L3 Core 
v Pressure shell 

I I I I I , I I I  

Item 
PT-104, PT-105, PT-110, PT-111, PT-115, PT-116, 

NT-72, NT-73, NT-74, NT-75, NT-76, NT-77 
NT-1, NT-3 
NT-10, NT-13, NT-14, NT-23, NT-31, NT-32 
NT-7, NT-9, NT-17, NT-19, NT-26, NT-56 
NT-39, NT-40 
RT-97 
RT-98, RT-104, RT-106, RT-109, RT-110, RT-116, 

RT-263 to RT-271 
RT-388, RT-389, RT-390 
RT-1, RT-2, RT-3, RT-4, RT-5, RT-31, RT-32, 

RT-33. RT-34. RT-35 

PT-122, PT-123, PT-125 (selected from 21 items) 

RT-118, RT-121, RT-124, RT-127, RT-136 

0 2 4 6 8 10 12 14 
l ime, 1, sec 

Figure 20. - Average experimental material temperatures. Run 24. 

of the latent heat has been removed. Larger downstream components, however, have a 
relatively low heat-transfer rate near the beginning of the run, because of warm fluid tem- 
peratures, and account for most of the total heat-transfer rate near the end of the run, 
when fluid temperatures become low and component temperatures remain high. 

The heat-transfer rate in the reflector inlet plenum Qm, LM was based on the 
temperature-time history of item RT-390 located near the reflector inlet. 
later runs not reported herein confirmed that the temperature of the reflector inlet mate- 
rial was well represented by RT-390.) An additional problem was  encountered in the re- 
flector inlet plenum because of the presence of the reflector support bracket (shown in 
fig. 13, p. 23) that divides the flow between the inner and outer reflectors. No data were 
available to determine accurately the percentage of total flow that was diverted to  the 
inner reflector. 

to  core inlet). The heat transferred from the metal parts to the fluid in the dome region 

(Data from 

Material temperature data were also incomplete for the dome region (reflector outlet 
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I , , I I I ( I  

Component Station Item 
- 0 Feedline D to J PT-99, PT-100, PT-103 to PT-107, PT-110 - - - to PT-117, PT-120 to PT-125 - - - - 0 Nozzle J to L Rems listed in  fig. 20 - 

- a Reflector M to N Items listed in  fig. 20 - 
Reflector inlet L t o  M RT-390 - - 

L3 Dome 

0 Core 0 to P Rems listed in  fig. 20 

N to 0 Based on Ahfl between reflector outlet - and core inlet - 

P 
V Total 

0 2 4 6 8 10 12 14 
Time, t, sec 

Figure 21. - Rate of heat transfer from system and components. Run 24. 

was obtained from the enthalpy rise through the region based on pressure and Qm, NO 
temperature data obtained at the reflector outlet and core inlet stations and the flow rate 
leaving the system (Qm, NO = AhNoGp). After 10 seconds, the temperature maldistribu- 
tion was SO great that the average temperatures were inaccurate and the curve was ex- 
trapolated, as shown in figure 21. 

Ca I c u I a ted Res u Its 

Results of the analysis for determining the fluid properties and flow rate of the hy- 
drogen at the various stations in the system for run 24 are presented in figures 22 to 27. 
The unsteady operating conditions in the first 2 seconds of the run affect all the calculated 
results, although the effect on enthalpy (fig. 22) and fluid temperature (fig. 23) is more 
pronounced, 

The time of arrival of two-phase flow (indicated by the saturated gas symbols) and 
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the time of arrival of subcooled liquid (indicated by the saturated liquid symbols) are 
shown for the various stations in the system (figs. 22 to 24 and 26). 
hydrogen first arrived at station E at approximately 0.2 second, and after 3.7 seconds 
the fluid was subcooled. The arrival of liquid hydrogen at a station does not necessarily 
mean that the feedline was  completely cooled. After 3.7 seconds, when heat is being 
transferred from the wal ls  of the feedline to the fluid, the heat is being absorbed by the 
fluid, reducing the amount of subcooling. 

For example, liquid 

Enthalpy. - The effect of heat transfer and flow storage on fluid enthalpy is shown 
in figure 22. The enthalpy of the fluid (subcooled) entering the system is the lowest curve 
in the figure. After 3.7 seconds, heat is still being added to the fluid between stations D 
and E since the enthalpy at station E is higher than at the main valve. At 10 seconds, the 
heat transfer is reduced to nearly zero (table IV) and the wall of the feedline in this vol- 
ume increment is completely cooled. The same phenomenon is shown for other stations 
in the system. At 12 seconds, most of the latent heat in the system components from the 
inlet, station D, to the nozzle coolant tubes throat, station K, has been removed (also 
shown in fig. 20). 

Figure 22 indicates that the duration of two-phase flaw at any station between the 
main valve and the reflector for run 24 was about 4 seconds (time between saturated gas 
and saturated liquid symbols). The length of the two-phase region for this run was about 

-97 -99 t 
0 2 4 6  a io 12 14 

Time, t, sec 

Figure 22. - Calculated fluid enthalpy at various system stations. 
Run 24. 

39 



20 feet at any particular time early in the run. At about 3. 5 seconds, for example, the 
two-phase region extended from station E to station J. The duration of two-phase flow 
was longer and the length shorter in the larger downstream components such as the re- 
flector. The time and space of two-phase flow vary with different flow-rate ramps and 
were not always uniform at all station and times. 

Fluid temperature and density. - The fluid temperatures and densities presented in 
figures 23 and 24 were based on the calculated enthalpy, shown in figure 22, and experi- 
mental pressures at the various stations. During the periods when hydrogen density is 
changing rapidly, EAp/At) > 2 lb/(cu ft)(secg as shown in figure 24, analysis of the data 
is difficult due to  the sensitivity of the density to small enthalpy changes. Small perturba- 
tions in heat transfer or  pressure in this two-phase-flow region caused instabilities in the 
calculations for flow rate (eq. o)), as was discussed in the analysis section. 

Not only are the gradients steep in time, but also in space (length), as shown in fig- 
ure  25 where the density profile along the length is presented at several  t imes during 
run 24. Early in the run (t < 4 sec) the gradient is steep near the inlet to the system be- 
tween stations D and E. Later the steep gradient moves downstream and is between sta- 
tions I and J at 6 seconds. When the gradient moves to the reflector (t L 10 sec), the re- 
flector inlet fluid is subcooled liquid and the outlet fluid is superheated gas (fig. 22). 

Flow rate. - The flow rates at the various stations in run 24 are presented in fig- 
ure  26. The flow rate for a particular station was assumed to be the flow rate leaving the 
system until the t ime a saturated gas condition was reached. At this point, two-phase 
fluid arr ives  at the station, and the flow rate var ies  with t ime according to the interpola- 
tion method described in the Calculation Procedure section until two-phase fluid has 
passed the station. At all later t imes in the run, the flow at that particular station was 
assumed to  be the flow rate  entering the system. 

The difference between the flow rates entering and leaving the system (flow storage) 
was greatest in the first 8 secondsof run 24 (fig. 14). During this time, as shown in fig- 
ure  26, most of the storage occurred in the feedline, that is, between the main valve and 
station J. 

solution increased gradually with t ime in a consistent manner, as shown in figure 26. 
The flow-rate gradient in space, however, was relatively steep in the first few seconds 
of the run, as shown in figure 27, due to the steep density gradients previously discussed 
(figs. 24 and 25). The flow-rate gradients also moved downstream with increasing time 
in a manner similar to the steep density gradients. 

The flow-rate results for runs 11, 19, 20, and 24 are presented in figure 28, where 
the flow rates at major stations (J, L, and P) are presented as percentages of the flow 
entering the system. The main difference among runs 11, 19, and 20  (figs. 28(a) to (c)) 
is the tank pressure that establishes the flow characteristics early in  the run. All three 

In general the flow rates at the various stations determined from the interpolation 
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Figure 23. - Calculated fluid temperatures at various system stations. Run 24. 
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Figure 24. - Calculated hydrogen density at major system 
stations. Run 24. 
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D E F G H  I J K L M  N O  P 
Station 

Figure 25. - Hydrogen density profile in system at several times. Run 24. 

0 1 2 3 4 5 6 7 a 9 
Time, t, sec 

Figure 26. - Flow rate at various system stations. Run 24. 
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Figure 27. - Flow-rate profile in system at several times. 
Run 24. 

of these runs had a turbopump-control-valve delay time (6 to 10 sec). Itun 24 (fig. 28(d)) 
had a minimal turbopump-control-valve delay time that is included for comparison. 

As much as 70 percent of the flow entering the system is stored in the system in the 
f i rs t  3 seconds of the runs. The percentage stored then decreases as the run proceeds. 
The flaw storage is greater in amount and duration at low tank pressures than at high tank 
pressures. At 50 pounds per square inch tank pressure (fig. 28(a)), for example, the 
flow leaving the system was generally 95 percent of the flow entering the system after 
about 14 seconds, whereas at 25 pounds per square inch tank pressure (fig. 28(c)) i t  took 
about 27 seconds before the flow leaving the system was generally above 95 percent of the 
entering flow. 

The time history of flow storage at  the intermediate stations (J and L) shows that 
most of the storage occurs in the inlet feedline during the early part of the runs as indi- 
cated by the flow at these stations being about the same as the flow leaving the system at 
station P. (The curve for station L in fig. 28(c) was omitted for clarity since i t  is located 
between the J and P curves.) 

Even though larger fluid volumes a re  present downstream of the nozzle coolant tubes 
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throat, flow storage is low (less than 10 percent of idet flow) because of low hydrogen 
densities (fig. 29). 

Flow storage in run 24 (tank pressure of 35 psia, fig. 28(d)) was about the same as 
for run 11 (50 psia tank pressure, fig 28(a)). The effect of minimal turbopump-control- 
valve delay time on flow storage at the lower tank pressure was therefore equivalent to 
using a higher tank pressure and about 10 seconds of turbine-power control-valve delay 
during the initial chilldown. 

system was calculated by using equation (19). The results are presented in figure 30. 
The feedline, nozzle tubes, and reflector inlet plenum contain the greatest amount of hy- 
drogen. Only a small mass existed in the reflector, the dome, and the core. The low 
values of mass in these larger components were due to the hydrogen being in the gas 
phase. Thus, the assumption made in the two-phase analysis that no storage occurs in 
the gas phase appears to  be reasonable. 

The total calculated mass stored in the system by the end of run 24 was about 
23 pounds. The maximum liquid-hydrogen mass  that could be stored in the whole system 
was about 120 pounds; thus, only 19 percent of the system was filled with liquid by the 
end of the run. 

used in the stored mass equation, the sum of the mass stored in all the components should 
equal the difference in integrated flow rates entering and leaving the system (eq. (18)). 
The results of these calculations are shown in figure 31. The mass balance shows an 
unbalance that accumulated to about 4 pounds of hydrogen in the first 3 seconds of the run 
and then remained nearly constant for the remainder of the run. The stored mass based 

on calculated densities 

flows; thus, 4 pounds of stored hydrogen are not accounted for in the calculated values. 
Inspection of figure 26 also reveals that the mass stored between stations D and E ( r e p  
resented by the area between GD and GE curves) and also between stations I and J is 
greater than was physically possible in the corresponding incremental volumes of the 
feedline. In the remaining incremental volumes, the calculated stored mass and physical 
limitations appeared to be in reasonable agreement. 

Heat balance. - Transit times were calculated for each incremental volume in the 
system by using equation (22) and values of j5 and 5 determined from the interpolation 
solution. The results are presented in figure 32. The maximum transit time in each 
increment containing two-phase or liquid hydrogen (up to station M) was about 0.2 second. 
The transit time was very low (tt < 0.02 sec) in the large incremental volumes containing 
gaseous hydrogen. The total transit time for a parcel of fluid to pass through the system 
varied between 0.6 and 1.2 seconds, and the corresponding shift in heat-transfer rate 

Mass  balance. - The mass of hydrogen stored in each of the major components of the 

As a check on the accuracy of the interpolation solution for calculating the densities 

P 
Mst was  lower than that determined from the integrated 

D 
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Figure 29. - Calculated hydrogen density at major system stations. 
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Figure 30. - Mass of hydrogen stored in mapr system components. Run 24. 
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Figure 33. - Heat balance of fluid parcel between main valve and 
exhaust nozzle. Run 24. 

(eq. (24)) was as much as 15 percent of 

&fl, P - &fl, D' 
The result of the calculations to check 

the heat balance in the system is presented 
in figure 33, which compares the rate of 
heat absorbed by the fluid (eq. (24)) with 
the rate of heat given up by the material 
(eq. (25)). Agreement is within *lo per- 
cent for most of the data. Some of the 
data points at the lower end of the curve 
representing data obtained during the first 
2 seconds of operation show a somewhat 
greater spread (20 percent), which is 
attributed to the omission of the stored 
energy term in the calculations and the 
dynamic nature of the flow during this 
period when experimental quantities are 
less accurate. The agreement shown, 
however, is good considering that the heat 

transfer from the many large complex components is determined from relatively few tem- 
perature measurements. The effect of the transit-time correction on the heat balance 
was relatively small because the correction applies to both coordinates of figure 33. 

Comparison of experimental and calculated flow and fluid properties. - Direct meas- 
urements of density, pressure, and fluid temperature at station I afforded a check of the 
calculated fluid properties using flow-rate and heat-transfer data. Comparisons of prop- 
erties obtained from these measurements with calculated values from the interpolation 
solution for run 24 are presented in figure 34. 

values. The greatest difference between the two curves occurred at 5.6 seconds where 
the difference is equivalent to about 50 Btu per second of heat-transfer rate. After 
11 seconds, when the indicated experimental heat flow rate from the feedline was  nearly 
zero  (fig. 21) fluid-temperature measurements obtained with narrow range platinum re- 
sistance thermometers (most accurate available for steady- state readings) indicated that 
heat was still being added to the fluid between stations D and I. The heat rate estimated 
from these data was  about 250 Btu per second (approximately 9 Btu/lb of hydrogen). The 
additional heat added to the hydrogen was probably coming from the latent heat of the in- 
sulation on the feedline (about 4500 Btu available), which was not accounted for in the 
calculations. 

The experimental density data (fig. 34(a)) were about 25 percent below the calculated 

The heat flow-rate e r rors  discussed in the previous paragraph are a small percent- 
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(c) Temperature. 

Figure 34. - Comparisons of hydrogen fluid properties obtained from experi- 
mental data with calculated values. Run 24. 

age of the total heat flow-rate in the system. For component analysis, however, extrane- 
ous heat leaks should be taken into account. 

Values of enthalpy below 200 Btu per pound determined from the experimental density 
and pressure measurements at station I are compared in figure 34(b) with the calculated 
values. Agreement is satisfactory considering the highly dynamic nature of the flow in 
the first 2 seconds and the heat added from the insulation later in the run. 

Figure 34(c) presents a comparison of experimental fluid-temperature data (uncor- 
rected for  time constant) with calculated values at station I. Again agreement is good 
considering the nature of the flow. 
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Although the interpolation calculation method produced results that are useful for 
engineering purposes, additional work may result in improved accuracy. Numerical- 
analysis techniques can probably be devised, for example, to overcome the stability and 
cumulative e r ror  problems that were encountered in the finite-difference solutions for 
flow rate. Much of the difficulty in these finite-difference equations even when small 
time and/or length increments a re  used is a result of the sensitivity of density to small 
changes in enthalpy and pressure in the low quality two-phase region. Difficulty was also 
encountered in calculating enthalpy because of the sensitivity of enthalpy to experimental 
e r ror  in heat- flow measurements. 

Refinements in the interpolation solution approach may also yield improvements 
while retaining the simplicity of the procedure. Use of a suitable nonlinear interpolation 
scheme, for example, may help in achieving an improved mass balance in the system. 
In spite of the mass balance problem, the agreement between experimental and calculated 
fluid properties at station I using the linear interpolation method is encouraging. The 
densities measured by the calibrated density meter were probably more accurate than the 
calculated results. 

I 
I 

I 

I 

SUMMARY OF RESULTS 

Analysis of the experimental heat transfer and flow data obtained in several startup 
chilldown transients of a full- scale nuclear rocket system simulating a flight-type config- 
uration yielded the following principal results: 

1. A simple interpolation-solution method was derived that permitted calculation of 
two-phase flow rate and fluid properties at various system stations using only fluid- 
pressure and component-material-temperature measurements and known flow conditions 
at the system inlet and outlet. Good agreement was obtained with direct measurement of 
two-phase flow density available at one station in the system. 

2. Results of the analysis using the interpolation method indicate that large flow, 
density, and enthalpy gradients exist in both time and space in most of the components. 
Accurate heat transfer analyses of the components would then require that small time and 
length increments be used, especially in the low quality two-phase region where flow rate  
and density gradients were steep. 

3. Detailed analysis of one run with a fast flow rate ramp indicated that two-phase 
flow prevailed for a duration of about 4 seconds at each station between the main valve 
and the reflector and existed along about 20 feet of the length of the system early in the 
run. 
cur, is important for successful startup. 

4. The analysis produced flow-storage information to assist  in the selection of sta- 

Flow-rate control during this period of two-phase flow, when oscillations often oc- 
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tions for measurement and control of flow rate during startup. As much as 70 percent of 
the flow entering the system in the first 3 seconds was stored in the system (most of it 
accumulated in the feedline). The length of time required for the flow rate  leaving the 
system to equal the entering flow rate  increased at lower tank pressures. 
at a tank pressure of 50 pounds per square inch absolute, 14 seconds passed before the 
flow leaving the system was within 5 percent of the entering flow and a t  a tank pressure 
of 25 pounds per square inch absolute, 27 seconds were required. 

For example, 

Lewis Research Center, 
National Aeronautics and Space Administration, 

Cleveland, Ohio, September 23, 1966, 
122-29-01-03-22. 
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APPENDIX A 

SYMBOLS 

1 
h 

I M  

P 

I Q 
T 

t 

I tt 
U 

r V 

V 

W 

X 

Z 

Y 

e 

P 

cp 

internal flow area 

nozzle flow coefficient 

specific heat at constant 
pressure 

enthalpy 

mass 

pressure 

heat flow rate 

temperature 

time 

transit time 

internal energy 

volume 

velocity 

flow rate 

distance from reference 
datam line 

distance from top of core 

specific-heat ratio 

angular measurement 

density 

expansion factor in nozzle 
flow equation 

Subscripts: 

A,B, . . . Q 

bl 

f 

fl 

hg 

i 

in 

int 

j 

m 

out 

S 

sg 

SI 

st  

t 

W 

Superscript: 

stations in system 

bleed 

flowmeter 

fluid 

hot-gas side of nozzle 

length or  volume increment 
between any two adjacent 
stations 

in 

interpolated 

any station 

material 

out 

static 

saturated gas 

saturated liquid 

stored 

time 

wall 

average value 
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APPENDIX B 

INSTRUMENTATION AND ACC U R AC IES 

The accuracy estimates for all measurements include e r r o r s  inherent in the sensors 
themselves, line noise, and e r ro r s  in the recording system. The e r r o r s  due to line noise 
and the recording system were measured for each parameter before the runs and were 
less than 0. 5 percent of full scale. Details of installation technique, problems, and accu- 
racy of the various types of measurements are discussed in the following paragraphs. 

Flow-Rate Accuracy 

The 4-inch turbine-type flowmeter (item TF-1) was rated by the manufacturer to 
measure liquid-hydrogen flows from 0 to 20 pounds per second. The flowmeter was C a l i -  

brated by an independent laboratory with flow rates from 0 to 14 pounds per second (max- 
imum capacity of facility). The calibration is estimated to yield results within 2 percent. 
Above 14  pounds per second, comparison of flaw rates  determined from the rate  of change 
of liquid level measured by a continuous capacitive type sensor (item TL-1, fig. 9) and 
by thermocouple point sensors (items TT-7, TT-8, and TT-9, fig. 9) indicated agreement 
with the turbine-type flowmeter flow rates  within 10 percent. 

Reference 2 discusses problems encountered in calculating flow rates  from measure- 
ments obtained in the exhaust nozzle. At gas temperatures below 250' R, large maldis- 
tributions in temperatures existed, and flow coefficients for the nozzle were also not 
available. No nozzle flow accuracy estimate was therefore attempted. 

Pressure Measure me nt 

Typical installation techniques for pressure sensing points are shown in figure 35. 
The technique for pressure measurement in thin wall nozzle tubes and in graphite parts 
is presented in figures 35(a) and (b), respectively. Many of the sensing points in the re- 
actor and nozzle a r e  such that the transducer cannot be located at the sensing point. The 
pressure is therefore transmitted through long, small-diameter (1/16 in. ) tubing to  the 
transducer, which is mounted outside of the pressure vessel  (fig. 35(c)). The frequency 
response in the long lines was estimated to be greater than 10 cycles per second, and 
since the pressure oscillations were of low amplitude and frequency in this part of the 
system, no correction was deemed necessary. When the differential pressure between 
two sensing points was measured and two long, small-diameter tubes were required, the 
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Potted with alumi- , r 1 / 1 6 - i n .  -diam. 

-Static-pressure tap 
\, dri l led through and 

(a )  Total and static-pressure measurements in nozzle coolant tubes. 

r 

.Pressure 
transducer 

( c )  Differential pressure measurement. 

0.040-in. -diam. tube 
(0.005411. wall) brazed 
to 1116-h. -diam. tube 

-0.029-in. d r i l l  for 
static pressure tap 

(b )  Static pressure measurement in fuel elements. 

,-Pressure 
transducer 

1/4 in. 

feedline 

Id )  Close coupled static-pressure measurement. 

Figure 35. - Typical pressure measurements. 

line lengths were adjusted so that equal response existed (calculated values) on both sides 
of the differential transducers. Measurements in the feedline and major stations in the 
reactor directly accessible through the pressure vessel were close coupled (fig. 35(d)). 

The e r r o r s  associated with the pressure transducers, approximately *1 percent of 
full scale, included a hysteresis effect, nonlinearity, and temperature shift. Corrections 
for  zero and span settings were made in the data processing based on electrical calibra- 
tions made a few minutes before each run. Measurements made of transducer temper- 
atures during various runs indicated the temperature effect to  be completely negligible. 

The measurement of static pressure of liquid hydrogen in system components did 
not pose significant problems. Total pressure measurements, however, did show a 
pressure oscillation that was apparently a result of the presence of a liquid-gas inter- 
face in the line connecting the sensor to the measurement point. No total pressure data 
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a r e  therefore used in the data analysis. The static-pressure lines were apparently warm 
enough to prevent liquid from entering the tube. 

Temper at ur e Measurement 

Installation of typical fluid-temperature sensors including both platinum resistance 
and thermocouple probes are presented in figure 36(a). All the component material tem- 
peratures were measured by using copper-constantan thermocouples. The internal mate- 
rial temperatures of components were measured wherever feasible by using the installa- 
tion techniques shown in figure 36@) for metal parts and in figure 36(c) for graphite parts. 
For thin wal l  locations, such as in the propellant feedline and nozzle coolant tubes, the 

4-in. 

Ceramic supported 
platinum resistor 10-mil copper-constantan 

(PT-92) thermocouple and 
I - m i l  copper-constantan 
PT-93) thermocouple-, 

I 
I 
I 
I 
I 
I 
I 

1-  ,: j LEare  wire plat inum 
resistor (PR-14) 

(a) Platinum resistance and thermocouple probes for  f lu id 
temperatures (station E). 

,Graphite base 

Copper-constantan 
thermocouple 

.. , 
r F i l l e r  plug same 

material as base 

Copper-constantan thermo- 
couple (brazed in plug) 

(b) Thermocouple instal lat ion in metal parts. 

/ Feedline or 
nozzle tube wall-/ 

( c )  Thermocouple installation in graphite parts, (d) Surface thermocouple installation. 

Figure 36. - Typical temperature measurements. 
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technique shown in figure 36(d) was used to obtain surface temperatures. 
The calibration used for copper-constantan thermocouples conforms to  the calibra- 

tions published in reference 14  to within the following limits: 200' F to -75' F *O. 75' F; 
-75' F to -300' F *1 percent (percent of absolute value in OF). Calibration information 
below -300' F was obtained from an average of several thermocouples individually cali- 
brated; no accuracy estimate has been made. In addition to the calibration e r rors  just 
discussed, the curve fit of the calibration data used in the data reduction program was not 
exact and is estimated to contribute *l. 1' F errors. 

ments was furnished by the manufacturer. The combined overall accuracy of the meas- 
urements varies with the selected range of the bridge unit used. The accuracy varies 
from *9.0° R at 40' R for  a full range setting (20' to 540' R) to  *O. 4' R at 40' R for a 
narrow range (20' to 60' R). Accuracy at temperature levels above 100' R is slightly 
better due to greater sensitivity. 

In addition to calibration and data acquisition system errors ,  an appreciable e r ror  
in temperature measurements can be introduced by time-constant effects during tran- 
sients. Data illustrating the large magnitude (as much as 290' R) of this e r ro r  during 
rapid transients in fluid temperatures are presented in figure 37, where the response of 
several temperature sensors (fig. 36(a)) to a fast ramp in temperature is shown. Data 
similar to  those shown for several runs were used to estimate time constants of the sen- 
sors.  The time constant of 1-mil thermocouples was of the order of 0.02 second, and 
the ceramic- supported platinum- resistance probe had a time constant of approximately 
0.25 second during the early part of the transient before the s tar t  of two-phase flow. 

The calibration for platinum resistance probes used for fluid-temperature measure- 

PR-14 Bare wire platinum resistor 
PT-92 0.010-in. copper-constantan thermocouple. 

20 
0 . 2  .4  . 6  .8 1.0 1.2 1.4 1.6 1.8 

Time, t, sec 

Figure 37. - Indicated fluid temperatures measured by several sensors with different time COnStantS. 
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After the start of two-phase flow (approximately at 0.4  sec in fig. 37), the response of 
the larger sensors became slower because of the lower heat-transfer rates at the surface 
of the sensors when low quality two-phase flow is present. 

Transient e r ro r s  are also possible in the measurement of material temperatures; 
the magnitude, however, would be much less because the ra te  of change of temperature 
is much less. Material temperature time lag is also affected by the installation method 
used that determines the resistance to flow of heat between the sensor and the material 
surrounding it and thus the time to reach steady state. 

Density Measurement 

A three-dimensional matrix capacitor was procured for direct measurement of quality 
in the propellant feedline at station I (fig. 38). 

Figure 38. - Density meter sensor (PQ-1). 

The capacitance of the sensor varies with 
'the average dielectric constant of the 
fluid that passes through the sensor. 
U s e  of the Clausius-Mossotti function 
(ref. 13), which relates density to  di- 
electric constant, then enables deter- 
mination of the density of the fluid. Volt- 
ages proportional t o  the capacitance it- 
self were recorded and processed later 
to obtain values of density. 

The density meter was calibrated 
during the processing of the output signal 
by setting the density at the time when 
the signal was at  a minimum equal to 
zero (warm gas condition) and setting 

the density equal to the density of subcooled liquid calculated from pressure and temper- 
ature data near the end of the run. Thus, values of the zero  and span capacitances that 
would minimize the effects of any stray capacitances, temperature shift in the calibration, 
and signal drifts  were established for each run. 
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